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ABSTRACT

We present a dictionary learning algorithm that aims to reduce the size of the dictionary to a parsimonious value during the learning process. The sparse coding step uses a weighted Orthogonal Matching Pursuit favoring atoms that enter more representations. The dictionary update step optimizes a regularized error, encouraging the apparition of zero rows in the representation matrix; the corresponding unused atoms are eliminated. The algorithm is extended to the case of incomplete data. Besides dictionary learning, the algorithm is also shown to be useful for finding low-dimensional subspaces. Such versatility is a feature with little precedent. Numerical examples show good convergence properties.

Index Terms— sparse representation, dictionary learning, low-rank representation

1. INTRODUCTION AND MAIN PROBLEMS

The starting point of our discussion is the problem of dictionary learning (DL) for sparse representations [1, 2]. Given the signals matrix \( Y \in \mathbb{R}^{m \times N} \), we want to find a dictionary \( D \in \mathbb{R}^{m \times n} \) and a sparse matrix \( X \in \mathbb{R}^{n \times N} \) such that the representation error \( \| Y - DX \|_F \) is small. The learned dictionary \( D \) is the main outcome; its columns are named atoms and have norm equal to 1. The sparsity constraint is usually expressed by enforcing the representation matrix \( X \) to have at most \( s \) nonzero elements on each column. Since each signal is represented as a linear combination of at most \( s \) atoms, the underlying problem is that of sparse representation (SR). Typically, the dictionaries are overcomplete, i.e. \( m < n \).

A related problem is that of low-rank representation (LRR) [3, 4], where the signals are known to lie in a single low-dimensional subspace, not in several, like in the SR case. The dictionary \( D \) is a tall matrix, with \( m > n \), and \( n \) may even be very small; the subspace dimension \( n \) is usually not a priori known. The representation matrix \( X \) is now full.

In both the above problems we want to obtain a naturally parsimonious representation which ensures a small representation error. Parsimony is seen here as related to the dictionary size \( n \). In the standard DL problem, we are interested in having the smallest number of atoms that otherwise satisfies representation requirements, like e.g. a preset error level, or other performance indicators depending on the application at hand. Too many atoms often do not improve representation, but certainly increase the complexity of operating with the dictionary. In the LRR problem, parsimony is more obviously stated: we want to find the number \( n \) of atoms which is the correct dimension of the subspace where the signals lie.

We treat both SR and LRR problems in the DL framework, by designing a size-reducing DL algorithm. The typically iterative DL design is initialized with a large dictionary and the number of atoms is encouraged to decrease in time, until reaching a low value that ideally is the exact subspace dimension in LRR, but has no precise meaning in SR, although it follows a general ideal of parsimony. The size-reducing DL algorithm, based on Approximated K-SVD (AK-SVD) [5, 6], is presented in Section 2. We adapt the algorithm to the case of incomplete data, where some randomly chosen elements of the matrix \( Y \) are missing, in Section 3. We show the good behavior of our algorithms in Section 4, insisting on the LRR problem with incomplete data.

Here are some relations with previous work. There are several algorithms that attempt finding an efficient dictionary size in the DL problem. Some [7, 8] start with a small dictionary and grow it until reaching a predefined error level. Others [9, 10, 11] start with a large dictionary and use diverse clustering and pruning techniques to reduce the number of atoms. In [12] a Bayesian approach is used to decide what atoms are significant. All these algorithms could be used in principle for the LRR problem, but there is no previous attempt in this direction, certainly not for incomplete data. Our algorithm is different as it alters the optimization objective...
and then derives an adapted dictionary update algorithm following exactly AK-SVD, the least complex among the popular DL algorithms. Also, the sparse coding stage is a minimally modified Orthogonal Matching Pursuit (OMP) [13]. So, our algorithm has low complexity; although starting with a larger than desired number of atoms, it typically reduces this number very quickly.

There are very few DL algorithms for incomplete data, notably [14, 15] based on Bayesian dictionary learning, tuned for imaging applications.

For the LRR problem with incomplete data, we look at the big data context, where iterative algorithms with relatively low complexity per iteration are sought. Some are still based on singular value decomposition (SVD), associated with hard [3] or soft thresholding [4]; they can find the subspace dimension, but may have large complexity. Online algorithms are less complex, but use the true \( n \) [16] (otherwise they may diverge) or a fixed \( n \) [17]. Our algorithm combines the low complexity features of online algorithms (having however a batch character) with a good numerical performance and is different in character from all the above LRR algorithms.

2. SIZE-REDUCING DICTIONARY LEARNING

Many DL algorithms are built on an alternate optimization structure, in which the dictionary \( D \) and the representations \( X \) are optimized one at a time, the other being fixed. More precisely, we follow the framework of K-SVD [5] and AK-SVD [6], in which each iteration has two steps. In the sparse coding step, given the dictionary, the sparse representations \( X \) are computed; typically, OMP is used to this purpose. In the dictionary update step, the atoms and their corresponding representation coefficients are updated sequentially; the pattern of nonzeros is fixed. In this section we describe the modifications made to these steps such that our goals are attained. First we modify OMP such that atoms that are less used in the current representations are selected less than atoms that are "popular". Then we describe a dictionary update stage in the style of AK-SVD, but working with an objective that combines representation error with a term that favors the reduction of the number of used atoms.

2.1. Size-reducing OMP

Standard OMP represents a signal by greedily selecting atoms that have large projections on the signal. Denoting \( y \in \mathbb{R}^n \) a signal, \( x \in \mathbb{R}^n \) its current sparse representation (initially equal to zero) and \( r = y - Dx \) the current residual (initially equal to the signal), OMP adds to the representation the atom \( d_j \) for which the projection \( |r^T d_j| \) is the largest. Denoting \( I \) the indices of the nonzeros in \( x \), the current representation is the least-squares (LS) solution

\[
x_I = (D^T_I D_I)^{-1} D^T_I y.
\]

(By \( D_I \) we denote the restriction of \( D \) to the columns with indices in \( I \).)

OMP treats the atoms equally. If the probability \( p(d_j) \) of an atom to enter the representation were known, it was proposed in [18] to use Bayes’ rule and thus change the selection criterion according to

\[
p(d_j|r) \sim p(r|d_j) \cdot p(d_j),
\]

where the probability of the residual given the atom can be naturally taken proportional with the projection, i.e.

\[
p(r|d_j) \sim |r^T d_j|.
\]

This choice leads to a weighted OMP. Another possibility is given in [19]; however, it needs the variance of the noise. An additive rule is proposed in [20] instead of (2), where a log term proportional to \( \log[p(d_j)/(1 - p(d_j))] \) is added to the projection; again, the variance of the noise is needed.

Since our purpose is to reduce the number of atoms and considering the iterative nature of DL algorithms, a natural measure of the probability of an atom is given by the weight of its coefficients with respect to the whole current representation matrix \( X \). So, denoting \( x'_j \) the \( j \)-th row of matrix \( X \), we propose to use (2) with prior probabilities

\[
p(d_j) \sim f(||x'_j||^2/\|X\|_F^2),
\]

where \( f \) is a function that allows adaptation to various situations. In the simplest case, \( f \) is the identity. For standard OMP, \( f \) is constant.

In the beginning the dictionary has many atoms and starting with the identity function in (4) will favor atoms that contribute in reducing the error for many signals, even though they may be not the optimal choice. However, as the DL process advances and the number of atoms ideally settles, we want OMP to work in the standard mode, where it tries to find the combination of atoms that minimizes the error. So, denoting \( k \) the iteration number in the alternate DL process, we propose to use in (4) the function

\[
f(\xi) = \xi + \frac{\alpha k}{n},
\]

where \( \alpha \geq 0 \) is a parameter. As \( k \) grows, the values of \( f(\xi) \) tend to have similar values for all \( \xi \in [0, 1] \). It is also possible to switch, at a certain iteration or depending on other factors, from (5) to the constant function, which means switching from weighted to standard OMP.

We use OMP with a combined stopping criterion: either a sparsity level \( s \) or an error level \( \varepsilon \) (OMP stops when \( \|r\| \leq \varepsilon \sqrt{n} \), hence \( \varepsilon \) it the target RMSE per signal element). An artificially high value of the error level can be used to reduce the number of atoms, at least in the first DL iterations.

We denote \( \text{OMP}(y, D, s, \varepsilon, \alpha) \) a call to our weighted OMP. Note that when the dictionary has at most \( s \) atoms and
$\varepsilon = 0$, a situation that may occur in LRR context (and in fact is desirable), then all atoms are involved in the representation, hence no support search is actually necessary. The LS solution (1) is immediately computed on the full support.

### 2.2. Size-reducing dictionary update

The number of atoms can be reduced indirectly by acting on the representation coefficients during the optimization process. The dictionary update step can be modified by adding a penalty term to the representation error. Note that we adopted the convention that the atoms are normalized, which makes useless any penalty put on their norm. Instead we can act on the representations by optimizing the combined objective

$$\frac{1}{2} \| Y - DX \|_F^2 + \frac{\mu_1}{2} \| X \|_F^2 + \mu_2 \sum_{i=1}^n \| x_i^T \|_2,$$  \quad (6)

where $x_i^T$ is the $i$-th row of $X$.

The first penalty term is a simple regularization [21] and has the purpose to discourage almost linearly dependent atoms to enter the same representation, case in which their coefficients are typically large. It can also be seen as a rank minimizer, like in [17], via the nuclear norm, which obeys to

$$\| DX \|_* = \frac{1}{2} \min_{D,X} \| D \|_F^2 + \| X \|_F^2.$$  \quad (7)

In our case $\| D \|_F$ is constant.

The second penalty term is a typical group sparsity inducer, acting on the rows of $X$. If the entire row $i$ of $X$ is zero, then the atom $d_i$ is unused and can be removed from the dictionary. If, as usual in DL, the number $n$ of atoms is fixed, then replacement techniques are used, the simplest being to put a random atom instead of the unused one; on the contrary, here we just remove the atom, as reducing the number of useful atoms is our goal.

The first penalty term has a direct influence on the sparse coding step. The LS solution (1) should be replaced by its regularized form

$$x_i = (D_i^T D_i + \mu_1 I)^{-1} D_i^T y.$$  \quad (8)

The second penalty term cannot be directly translated into OMP, as it is expressed in terms of the rows of $X$, while OMP has the columns of $X$ as variables. However, the particular choice of weights (4) favors creation of zero rows in $X$, so it can be seen as a substitute of the second penalty term in the sparse coding step.

Let us now describe the dictionary update step corresponding to (6), when the atoms and representations are optimized one by one. In fact, we adapt the AK-SVD method, where first an atom is optimized, while everything else is fixed, then the corresponding representation coefficients are optimized, again with everything else fixed. Let $d$ be the generic atom that is optimized, namely the "current" column of $D$, with index $c$. Denote $\mathcal{J}$ the set of the indices of the nonzeros elements in row $c$ of $X$; these are the indices of signals that use $d$ in their representation. The representation error without atom $d$ is

$$F = \left[ Y - \sum_{i \neq c} d_i x_i^T \right]_{\mathcal{J}}.$$  \quad (9)

Let $x_i = X_{c,i}$ be the compressed representation coefficients of the current atom. Then, the objective function corresponding to (6) when only $d$ and $x$ are variable is

$$\phi(d, x) = \frac{1}{2} \| F - dx \|_F^2 + \frac{\mu_1}{2} \| x \|_2^2 + \mu_2 \| x \|_2.$$  \quad (10)

The penalty terms depend on the representation, so optimizing the atom with fixed representation, under the norm constraint $\| d \| = 1$, leads to the standard AK-SVD formula

$$d = Fx/\| Fx \|.$$  \quad (11)

To optimize the representation, we note that the gradient of (9) with respect to $x$ is

$$\frac{\partial \phi}{\partial x} = -F^T d + (1 + \mu_1)x + \mu_2 \frac{1}{\| x \|} x.$$  \quad (12)

The optimal representation satisfies the relation

$$x = \frac{\| x \|}{(1 + \mu_1)\| x \| + \mu_2} \cdot F^T d.$$  \quad (13)

This leads to a soft thresholding relation for the optimal norm and to the following expression for the optimal representation

$$x = \max \left( 0, \frac{\| F^T d \| - \mu_2}{1 + \mu_1} \right) \cdot \frac{1}{\| F^T d \|} F^T d.$$  \quad (14)

### 2.3. Size-reducing AK-SVD

Gathering all the above information, we obtain the size-reducing AK-SVD Algorithm 1.

For the SR problem, either the sparsity level $s$ is given, case in which the error level is $\varepsilon = 0$, or the error level is given and $s$ takes a value that is large enough (but smaller than $m$), which may be seen only as a safety measure for the possibly (few) badly represented signals. The regularization parameters $\mu_1$ and $\mu_2$ have relatively small values, while $\alpha$ can be rather large.

For the LRR problem, the sparsity level should be fixed to a value larger than the true subspace dimension. The error level $\varepsilon$ should be larger than the noise level for preventing many atoms entering the representations. The parameters $\mu_1$ and especially $\mu_2$ need larger values, in order to reduce the dictionary size. For the same reason, $\alpha$ needs to be small.

In both problems, once the dictionary size settles, the optimization should focus on the approximation error. So, we can
introduce a diminishing factor $\lambda \leq 1$ that multiplies $\varepsilon, \mu_1, \mu_2$ at the end of each iteration from Algorithm 1. (Although individual factors could be used for each parameter, we prefer a single one for the sake of simplicity.) Also, some parameters should be given default values whenever necessary; for example, in LRR context, when $n$ becomes smaller than $s$ and settles to a certain value, then it is natural to set $\varepsilon = 0$ and hence replace OMP with a regularized LS solution.

Regarding convergence, our algorithm inherits the properties of AK-SVD. In dictionary update, the combined objective is guaranteed to decrease; in sparse coding this no longer happens; however, when OMP is replaced by simple LS (as mentioned above for LRR), the error certainly decreases.

The algorithm has the complexity of AK-SVD; the extra operations due to regularization or weighting are not significant in this respect. Also, there are many operations that can be programmed in parallel. Sparse coding is inherently parallel, as each signal can be coded independently. Dictionary update contains mainly matrix-vector multiplications, again parallel (but with a lower grain).

3. MISSING DATA CASE

We present now a version of the algorithm for the case where the data are incomplete. More precisely, instead of $Y$ we have $M \odot Y$, where the elements of the known mask matrix $M$ are zero or one and $\odot$ is the elementwise product. A zero in $M$ means the respective signal element is not available; the corresponding zero in $M \odot Y$ carries thus no meaning. We assume data are missing with probability $\rho$, independently of their position.

Somewhat surprisingly, DL with incomplete data has received little attention and was used in particular setups [14, 15, 22]. AK-SVD can be relatively easily adapted to this case. To simplify the exposition, we discuss here the necessary changes for the error objective

$$||M \odot (Y - DX)||_F^2.$$ (13)

Adding weights in OMP and regularization terms in dictionary update can be done like in the full-data versions from the previous section.

An algorithm for OMP with missing data was proposed in [23], providing recovery guarantees. Interestingly, it computes the support of the representation by just applying standard OMP to $M \odot Y$; only the final representation coefficients are computed in a different way, using the naturally available estimate of $\rho$, which is the zero density in $M$. In all our tests, this version of OMP was better than standard OMP. It is also tempting to adapt OMP by completely ignoring the missing elements (and the corresponding rows of the dictionary), hence running standard OMP for shorter vectors, which considerably decreases the execution time; for images, this masked OMP was actually the best; in other tests, masked OMP gave similar results with missing-data OMP, so we preferred it in the numerical experiments reported here.

Note that when the dictionary has at most $s$ atoms and $\varepsilon = 0$, then masked OMP reduces to the regularized LS solution from [17], all atoms being used in the representation.

The AK-SVD dictionary update adaptation was presented sketchily in [22]. With incomplete data and without penalty terms, the objective (9) becomes

$$||M \odot (F - dx^T)||_F^2.$$ (14)

Denoting $\mathcal{M} \subset \mathbb{N}^2$ the indices of available data in $Y$, the LS problem corresponding to (14) is

$$d_i x_j = f_{ij}, \quad (i,j) \in \mathcal{M}.$$ (15)

If $x$ is fixed, then the optimal atom has the elements

$$d_i = \frac{\sum_{(i,j) \in \mathcal{M}} f_{ij} x_j}{\sum_{(i,j) \in \mathcal{M}} x_j^2}, \quad i = 1 : m.$$ (16)

Normalizing the atom, we obtain the missing data version of (10). The numerators in (16) are the elements of the vector $(M \odot F)x$. The denominators are the norms of the compressed representations corresponding to the available signals that use $d_i$ in their representation.

Similarly, if the atom is fixed in (15), the optimal representation coefficients are

$$x_j = \frac{\sum_{(i,j) \in \mathcal{M}} f_{ij} d_i}{\sum_{(i,j) \in \mathcal{M}} d_i^2}.$$ (17)

The numerators are the elements of the vector $(M \odot F)^T d$. This is the equivalent of the vector $F^T d$ from (12). Extending (17) to a regularized objective is thus immediate.
4. NUMERICAL RESULTS

In all numerical experiments reported here we generate the signal matrix $Y$ by multiplying random $D$ and $X$ (normally distributed elements and uniformly random sparsity pattern, if sparsity is required) and adding Gaussian noise at a SNR of 20 dB. We report RMSE values, defined as $\|Y - DX\|_F/\sqrt{mN}$, averaged over 10 runs.

In DL, size-reducing AK-SVD can be used not only for finding an economical number of atoms, but also as an initialization method for plain AK-SVD, as show the results from Figure 1, where $m = 20$, $N = 500$, $s = 4$. Size-reducing AK-SVD starts with 100 atoms and uses $\varepsilon = 0.02$ and $\alpha = 0.2$; after 20 iterations it switches to standard OMP and hence to plain AK-SVD. (Regularization is not used, so $\mu_1 = \mu_2 = 0$.) Initially, the error grows due to the decrease in the number of atoms, but then decreases, with the sharpest decrease when switching to standard OMP. The average final number of atoms is 54. For comparison, plain AK-SVD is run with 54 atoms and initialized with a subset of the initialization of size-reducing AK-SVD. Similar relative behavior of the two algorithms can be seen for other parameter values, which lead to various number of atoms.

We give more results for the LRR problem, starting with the full data case, with $m = 50$, $N = 2000$ and true dimension $n = 4$. Size-reducing AK-SVD is run starting with an initial dictionary with 100 atoms; similar results are obtained with smaller numbers. Figure 2 shows the results for two values of the sparsity level $s$. First, we take $s = 8$, which accounts as an upper bound of the true dimension; to check the results, the algorithm is then run with $s = 4$, hence assuming the true dimension is known; still, the initial dictionary has 100 atoms. The parameter values are $\varepsilon = 0.05$, $\alpha = 0$, $\mu_1 = 0.1$, $\mu_2 = 1$, $\lambda = 0.95$. In all runs, the dictionary is reduced to 4 atoms in less than 10 iterations, thus reaching the true subspace dimension and hence the error level reaches an almost optimal value. In this example the RMSE reached by size-reducing AK-SVD after 60 iterations is 0.271 with $s = 8$ and 0.270 with $s = 4$; using the SVD decomposition of $Y$ (which at this size is possible) and truncating it to the first 4 singular values gives RMSE = 0.268.

We go now to the incomplete data case, with the same dimensions as above and a missing ratio $\rho = 0.5$ (half of the data are available, in random positions). Figure 3 shows the results; dashed lines represent the RMSE $\|M \odot (Y - DX)\|_F/\sqrt{(1 - \rho)mN}$, i.e. the error on the available data only. Some parameters need larger values to force the decrease of dictionary size: $\varepsilon = 0.3$, $\alpha = 0.01$, $\mu_1 = 0.5$, $\mu_2 = 8$. The true subspace dimension is reached in about 5 iterations.

The last example shows the behavior with larger dimensions ($m = 500$, $N = 2000$, true size $n = 10$) and also more missing data ($\rho = 0.9$). Figure 4 shows two RMSE, one with $s = 20$, the other with $s = 10$. When signal size is much bigger than subspace dimension, then the initial dictionary size has little importance in the evolution of the algorithm; in terms of convergence, this problem is actually simpler than the previous, despite the higher missing data ratio; the evolution of the RMSE is almost the same for $s = 20$ and $s = 10$. The parameters can thus be tuned less aggressively: $\varepsilon = 0.02$, $\alpha = 0.01$, $\mu_1 = 0.5$, $\mu_2 = 5$. Again the true size is reached typically in about 5 iterations.

Of course, more work is necessary to automatically select the values of the parameters depending on the data. We note
that the values we used are relatively robust, in the sense that small changes do not significantly affect the outcome. They are also sub-optimal, as we did not systematically search for the best values; hence, improvements in convergence speed are possible.

5. CONCLUSIONS AND FUTURE WORK

We have presented a double-purpose dictionary learning algorithm that reduces the size of the dictionary and can also be successfully used to find low-rank representations. It also works well with incomplete data.

A main topic of future work is to design adaptive algorithms, thus grouping under the same form online dictionary learning and subspace tracking.
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